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Abstract — It is essential for both passengers and airlines to anticipate flight delays because they not only result in significant financial 

losses but also damage the reputation that has been developed over many years and cost customers valuable time. By utilising the data 

that is currently available, this dataset seeks to estimate the arrival delay of a scheduled individual flight at the destination airport. The 

prediction model proposed in this paper uses supervised machine learning methods to forecast airline arrival delays. We use a total of 

five methods to forecast the precise flight delay. Each algorithm's performance is examined. The model is provided flight data as well 

as meteorological data. With this information, each algorithm makes a specific prediction.  
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I. INTRODUCTION 

 

Because air travel is so important to the industry's economy, airlines and airports must raise the caliber of their offerings. A major 

problem for airports and airline companies nowadays is flight delays. Also, passengers are concerned when a flight is delayed, 

and the agency and the airport experience additional costs as a result. Flight delays cost the U.S. government between 31 and 40 

billion dollars in 2007. 76% of the flights landed on time in 2017. 

 

The proportion of on-time flights dropped by 8.5% from 2016 to 2017. The following can be listed as some of the causes of flight 

delays: safety, weather, part shortages, technical difficulties with aircraft equipment, and delays in the flight crew. Unavoidable 

flight delays have significant financial repercussions for travelers, airlines, and airports. Moreover, delays can damage the 

environment by causing higher fuel costs and harmful gas emissions. 

 

II. LITERATURE SURVEY 

 

N. K. Singh and K. R. K. Rao. provides a comprehensive overview of the existing research in airline flight delay prediction using 

ML techniques. The authors review various ML models, feature selection techniques, and evaluation metrics used in the literature. 

They also discuss the challenges and future directions of this research area. A. H. Alazzawi et al. focuses on the application of 

ML techniques in predicting flight delays. The authors review the various ML models, data sources, and features used in the 

literature. They also discuss the limitations and challenges of the current research and suggest future research directions.  M. 

Ghasemi et al. provides a systematic analysis of the existing research in airline flight delay prediction using ML techniques. The 

authors review the various ML models, data sources, and features used in the literature. They also discuss the strengths and 

limitations of the current research and provide suggestions for future research. A. Kumar et al. focuses on the application of ML 

techniques in predicting flight delays in the airline industry. The authors review the various ML models, data sources, and features 

used in the literature. They also discuss the challenges and future directions of this research area. 
 

III. METHEDOLOGY 

 

This project could be relevant in field applications of machine learning such as surveys, monitoring and studies in maintaining a 

good ecosystem for the Airline field. It is also applicable in Train , bus & other transportation system for Delay prediction. The 

aim of this research is to predict flight delays, which are the highest economy-producing field for many countries, and among 

many transportation modes, this one is the fastest and most comfortable, so identifying and reducing flight delays can dramatically 

reduce flight delays and save huge amounts of money by using machine-learning algorithms. 
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Fig.1  Data for prediction process 

 

 IV. METHODOLOGY DESCRIPTION 

 

All the data manipulation or dropping together happens before it is used, so the dataset is cleaned up in the pre-processing Process. 

All the representation of the dataset is in the form of graphics. So, it is efficient to communicate in this process. Parameter 

Selection for getting proper configuration model information from the given data. The parameters are mean (mu) and standard 

deviation (sigma). All the processed data is usable for building the project model. With the help of algorithms, our model can 

learn, test, and predict the features of the data. The prediction process depends on the model. So, when the output of an algorithm 

comes from a dataset and is applied to new data to forecast the likelihood of a particular outcome, The user sends input to the 

modelling dataset for prediction. A total of five algorithms are going to be used for the prediction purpose. Random forest, logistic 

regression, decision tree, naive bayes, and K-nearest neighbors are going to be implemented. All algorithms perform the operation 

and give their particular output. It predicts the accuracy of a flight delay with its proper classification report and final status.The 

user sends input to the modelling dataset for prediction. inputs like flight numbers, timings, etc. If the flight is delayed, then it 

shows a "Delay prediction." And if the flight is on time, then it shows "Flight on Time" to the application users.  

 

We will upload our dataset into application. The quality of the data should be checked before applying our algorithms. 

Transforming raw data into numerical features that can be processed while preserving the information in the original data set. 

After extracting features from the dataset we will generate our algorithms on that dataset. We will plot the accuracies comparison 

graph between all the     algorithms. 

 

V. EXPERIMENTATION 

 

In Simulation,  

The performance of the classifier can be calculated from the confusion matrix. After being compared to the actual result, the        

classifier results can generate four values namely (TP), (TN), (FP), (FN). Four measures were used to measure the performance 

of selected algorithms: accuracy, precision, recall, and F1 score. These measures are all positively related to the quality o f 

algorithms. Consequently, for a specific algorithm, the higher values of these measures are, the better their performances are. The 

value of the four measures can be obtained by calculations using these parameters: 

 

Accuracy = TP+TN / TP+TN+FP+FN                                          Where,  

Precision= TP / TP+FP 

Recall= TP / TP+FN 

 F1−Score  =  2 × (Recall × Precision) / (Recall + Precision)  

 

True Positive (TP) 

True Negative (TN) 

False Positive (FP) 

False Negative (FN) 

 

All algorithms perform the operation and give their particular output. It predicts the accuracy of a flight delay with its proper 

classification report and final status. The user sends input to the modelling dataset for prediction. inputs like flight numbers, 

timings, etc. If the flight is delayed, then it shows a "Delay prediction." And if the flight is on time, then it shows "Flight on Time" 

to the application users. 

 

 

 

 

 

http://www.jetir.org/


© 2023 JETIR May 2023, Volume 10, Issue 5                                                           www.jetir.org (ISSN-2349-5162) 

JETIRFX06102 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 584 
 

A. Flowchart 

 

We will upload our dataset into application. The quality of the data should be checked before applying our algorithms. 

Transforming raw data into numerical features that can be processed while preserving the information in the original data set. 

After extracting features from the dataset we will generate our algorithms on that dataset. We will plot the accuracies comparison 

graph between all the     algorithms. 

 
 

Fig.2 Flow of the Prediction Process 

B. Accuracy Graph 

 

 
Fig.3 Accuracy Graph 

 

 

Accuracy is calculated using comparison of all the algorithms based on graph. The final prediction of every algorithm is shown 

in fig 3. It determines that which algorithm gives the highest accurate prediction.   
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V. EXPERIMENTAL RESULTS 

A. Random Forest :  

Random Forest is a classifier that contains a number of decision trees on various subsets of the given dataset and takes the average 

to improve the predictive accuracy of that dataset. 

 

 

 

 
 

 

 
 

Fig.4 Random Forest output 

 

Expected outcome –  1) Random forest –  

Random Forest output – 0.8458 = 84.58% Accuracy with classification Report 

 

In this Fig.3 we observed that we got 84.58% accuracy by the Random Forest algorithm. And it shows the classification report of 

the output. 

 

B. Logistic regression : 

 

 It is one of the most popular Machine Learning algorithms, which comes under the Supervised Learning technique. It is used for     

predicting the categorical dependent variable using a given set of independent variables. Logistic regression predicts the output 

of a categorical dependent variable. Therefore the outcome must be a categorical or discrete value. It can be either Yes or No, 0 

or 1, true or False, etc. but instead of giving the exact value as 0 and 1, it gives the probabilistic values which lie between 0 and 

1.Logistic Regression is much similar to the Linear Regression except that how they are used. Linear Regression is used for 

solving Regression problems, whereas Logistic regression is used for solving the classification problems. 
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Fig.5 Logistic Regression output 

 

Expected outcome – 2) Logistic Regression 

Logistic Regression output – 0.8379 = 83.79% Accuracy with Classification Report 

 

In this Fig.5 we observed that we got 83.79% accuracy by the Logistic Regression algorithm. And it shows the classification 

report of the output. 

 

  

C. Decision tree : 

is a Supervised learning technique that can be used for both classification and Regression problems, but mostly it is preferred for 

solving Classification problems. It is a tree-structured classifier, where internal nodes represent the features of a dataset, branches 

represent the decision rules and each leaf node represents the outcome. 
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Fig.6 Decision Tree output 

 

Expected outcome – 2) Decision Tree 

Decision Tree output – 0.8362 = 83.62% Accuracy with Classification Report 

In this Fig.6 we observed that we got 83.62% accuracy by the Decision Tree algorithm. And it shows the classification report of 

the output. 

D. K- Nearest neighbour : 

K-NN algorithm stores all the available data and classifies a new data point based on the similarity. This means when new data 

appears then it can be easily classified into a well suite category by using K- NN algorithm. 
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Fig.7  K-Nearest Neighbor output 

Expected outcome – 5) K-Nearest Neighbor  

K-Nearest Neighbor output – 0.8141 = 81.41% Accuracy with Classification Report 

 

In this Fig.7 we observed that we got 81.41% accuracy by the K-NN algorithm. And it shows the classification report of the 

output. 

 

E. Naive bayes : 

This algorithm is a supervised learning algorithm, which is based on Bayes theorem and used for solving classification problems. 
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Fig.8 Naïve Bayes output 

 

Expected outcome – 6) Naive bayes 

Naïve Bayes output – 0.8314 = 83.14% Accuracy with Classification Report 

 

In this Fig.8 we observed that we got 83.14% accuracy by the naïve bayes algorithm. And it shows the classification report of the 

output. 

 

It can be seen that during the prediction, the one with the best performance among the Five algorithms is the Random Forest 

model. For example, the accuracy value for the Random Forest is 0.8458. This value is significantly higher than that of Logistic 

Regression, with the second-greatest value of 0.8379 accuracy. Similar patterns of noticeable differences for performance scores 

of Random Forest can also be seen in the other three measures. Besides the Random Forest, the two tree-based ensemble classifiers 

Logistic Regression and Decision Tree, are also better performed than others. The values of measures of these two algorithms are 

relatively similar. The difference between their performance scores and the other Two algorithms is also significant.All algorithms 

perform the operation and give their particular output. It predicts the accuracy of a flight delay with its proper classification report 

and final status. The user sends input to the modelling dataset for prediction. inputs like flight numbers, timings, etc. If the flight 

is delayed, then it shows a "Delay prediction." And if the flight is on time, then it shows "Flight on Time" to the application users. 
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Fig.9 Delayed flight data 

 

In this fig.9 It shows the delayed flight data, so from that data only arrival delay data should be finalized for the prediction process. 

All data should be put inside the web page for prediction process. 

 

 

 

Fig.10 Login page 

 

In this login page, user should put their login id and password so they can log into their page.  
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Fig.11 Flight input Information 

 

After login it shows the input methods for prediction process, so user need to put all the data from arrival delay for prediction 

process. 

 

 

 

Fig.12 Final Prediction 

 

After entering all input user need to press predict button. Then it shows the final prediction of the flight if it is delayed or not. 

 

VIII. CONCLUSION AND FUTURE SCOPE  

 

 

Machine learning algorithms have been implemented to predict individual flight delays. The experimental results show that the 

random forest-based method can obtain good performance for the prediction task. Every algorithm performs the operations and 

predicts the accurate values. After getting the output result, it should be classified and shown on the accuracy graph.  

 

Which algorithm predicts the highest and best accuracy that is going to be used as the final output for delay prediction? Users can 

see the flight status on the web page. Based on the analysis of their results, it is evident that the integration of multidimensional 

heterogeneous data, combined with the application of different techniques for feature selection and regression, can provide 

promising tools for inference in the domain. Machine learning algorithms that are used predict delays with high accuracy, which 

gives a proper result. This project can be used in other services like train, metro, and bus transportation systems. 
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